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Abstract
Centralized datacenter schedulers can make high-quality
placement decisions when scheduling tasks in a clus-
ter. Today, however, high-quality placements come at
the cost of high latency at scale, which degrades response
time for interactive tasks and reduces cluster utilization.

This paper describes Firmament, a centralized sched-
uler that scales to over ten thousand machines at sub-
second placement latency even though it continuously
reschedules all tasks via a min-cost max-flow (MCMF)
optimization. Firmament achieves low latency by using
multiple MCMF algorithms, by solving the problem in-
crementally, and via problem-specific optimizations.

Experiments with a Google workload trace from a
12,500-machine cluster show that Firmament improves
placement latency by 20× over Quincy [22], a prior
centralized scheduler using the same MCMF optimiza-
tion. Moreover, even though Firmament is centralized, it
matches the placement latency of distributed schedulers
for workloads of short tasks. Finally, Firmament ex-
ceeds the placement quality of four widely-used central-
ized and distributed schedulers on a real-world cluster,
and hence improves batch task response time by 6×.

1 Introduction
Many applications today run on large datacenter clus-
ters [3]. These clusters are shared by applications of
many organizations and users [6; 21; 35]. Users execute
jobs, which each consist of one or more parallel tasks.
The cluster scheduler decides how to place these tasks
on cluster machines, where they are instantiated as pro-
cesses, containers, or VMs.

Better task placements by the cluster scheduler lead
to higher machine utilization [35], shorter batch job run-
time, improved load balancing, more predictable appli-
cation performance [12; 36], and increased fault toler-
ance [32]. Achieving high task placement quality is hard:
it requires algorithmically complex optimization in mul-
tiple dimensions. This goal conflicts with the need for a

low placement latency, the time it takes the scheduler to
place a new task. A low placement latency is required
both to meet user expectations and to avoid idle cluster
resources while there are waiting tasks. Shorter batch
task runtimes and increasing cluster scale make it diffi-
cult to meet both conflicting goals [9; 10; 13; 23; 29].
Current schedulers thus choose one to prioritize.

Three different cluster scheduler architectures exist to-
day. First, centralized schedulers use elaborate algo-
rithms to find high-quality placements [11; 12; 35], but
have latencies of seconds or minutes [13; 32]. Second,
distributed schedulers use simple algorithms that allow
for high throughput, low latency parallel task placement
at scale [13; 28; 29]. However, their uncoordinated de-
cisions based on partial, stale state can result in poor
placements. Third, hybrid schedulers split the workload
across a centralized and a distributed component. They
use sophisticated algorithms for long-running tasks, but
rely on distributed placement for short tasks [9; 10; 23].

In this paper, we show that a centralized scheduler
based on sophisticated algorithms can be fast and scal-
able for both current and future workloads. We built Fir-
mament, a centralized scheduler that meets three goals:

1. to maintain the same high placement quality as an
existing centralized scheduler (viz. Quincy [22]);

2. to achieve sub-second task placement latency for all
workloads in the common case; and

3. to cope well with demanding situations such as clus-
ter oversubscription or large incoming jobs.

Our key insight is that even centralized sophisticated al-
gorithms for the scheduling problem can be fast (i) if they
match the problem structure well, and (ii) if few changes
to cluster state occur while the algorithm runs.

Firmament generalizes Quincy [22], which represents
the scheduling problem as a min-cost max-flow (MCMF)
optimization over a graph (§3) and continuously resched-
ules the entire workload. Quincy’s original MCMF algo-
rithm results in task placement latencies of minutes on a
large cluster. Firmament, however, achieves placement
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latencies of hundreds of milliseconds in the common
case and reaches the same placement quality as Quincy.

To achieve this, we studied several MCMF optimiza-
tion algorithms and their performance (§4). Surpris-
ingly, we found that relaxation [4], a seemingly ineffi-
cient MCMF algorithm, outperforms other algorithms on
the graphs generated by the scheduling problem. How-
ever, relaxation can be slow in crucial edge cases, and we
thus investigated three techniques to reduce Firmament’s
placement latency across different algorithms (§5):

1. Terminating the MCMF algorithms early to find
approximate solutions generates unacceptably poor
and volatile placements, and we reject the idea.

2. Incremental re-optimization improves the runtime
of Quincy’s original MCMF algorithm (cost scal-
ing [17]), and makes it an acceptable fallback.

3. Problem-specific heuristics aid some MCMF algo-
rithms to run faster on graphs of specific structure.

We combined these algorithmic insights with several
implementation-level techniques to further reduce Fir-
mament’s placement latency (§6). Firmament runs two
MCMF algorithms concurrently to avoid slowdown in
edge cases; it implements an efficient graph update algo-
rithm to handle cluster state changes; and it quickly ex-
tracts task placements from the computed optimal flow.

Our evaluation compares Firmament to existing dis-
tributed and centralized schedulers, both in simulation
(using a Google workload trace) and on a local 40-
machine cluster (§7). In our experiments, we find that
Firmament scales well: even with 12,500 machines and
150,000 live tasks eligible for rescheduling, Firmament
makes sub-second placements. This task placement la-
tency is comparable to those of distributed schedulers,
even though Firmament is centralized. When scheduling
workloads that consist exclusively of short, sub-second
tasks, Firmament scales to over 1,000 machines, but suf-
fers overheads for task runtimes below 5s at 10,000 ma-
chines. Yet, we find that Firmament copes well with re-
alistic, mixed workloads that combine long-running ser-
vices and short tasks even at this scale: Firmament keeps
up with a 250× accelerated Google workload. Finally,
we show that Firmament’s improved placement quality
reduces short batch tasks’ runtime by up to 6× compared
to other schedulers on a real-world cluster.

Firmament is available as open-source software (§9).

2 Background
Cluster managers such as Mesos [21], YARN [34],
Borg [35], and Kubernetes [14] automatically share and
manage physical datacenter resources. Each one has a
scheduler, which is responsible for placing tasks on ma-
chines. Figure 1 illustrates the lifecycle of a task in a
cluster manager: after the user submits the task, it waits
until the scheduler places it on a machine where it sub-

time

Task
submitted

Start
scheduling

Task
placed

Task
running

Task
completed

waiting scheduling starting running

algorithm runtime
task placement latency

task response time

Figure 1: Task lifecycle phases, state transition events
(bottom) and the time ranges used in this paper (top).

sequently runs. The time between submission and task
placement is the task placement latency, and to the total
time between the task’s submission and its completion is
the task response time.1 The time a task spends being
actively scheduled is the scheduler’s algorithm runtime.

For each task, the scheduling algorithm typically first
performs a feasibility check to identify suitable ma-
chines, then scores them according to a preference order,
and finally places the task on the best-scoring machine.
Scoring, i.e., rating the different placement choices for
a task, can be expensive. Google’s Borg, for example,
relies on several batching, caching, and approximation
optimizations to keep scoring tractable [35, §3.4].

High placement quality increases cluster utilization
and avoids performance degradation due to overcommit.
Poor placement quality, by contrast, increases task re-
sponse time (for batch tasks), or decreases application-
level performance (for long-running services).

2.1 Task-by-task placement

Most cluster schedulers, whether centralized or dis-
tributed, are queue-based and process one task at a time
(per scheduler). Figure 2a illustrates how such a queue-
based scheduler processes a new task. The task first
waits in a queue of unscheduled tasks until it is dequeued
and processed by the scheduler. In a busy cluster, a
task may spend substantial time enqueued. Some sched-
ulers also have tasks wait in a per-machine “worker-side”
queue [29], which allows for pipelined parallelism.

Task-by-task placement has the advantage of being
amenable to uncoordinated, parallel decisions in dis-
tributed schedulers [9; 10; 13; 28]. On the other hand,
processing one task at a time also has two crucial down-
sides: first, the scheduler commits to a placement early
and restricts its choices for further waiting tasks, and sec-
ond, there is limited opportunity to amortize work.

2.2 Batching placement

Both downsides of task-by-task placement can be ad-
dressed by batching. Processing several tasks in a batch

1Task response time is primarily meaningful for batch tasks; long-
running service tasks’ response times are conceptually infinite, and in
practice are determined by failures and operational decisions.
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(a) Queue-based schedulers (∗: optional worker-side queue).
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(b) Flow-based schedulers (Quincy [22], Firmament).

Figure 2: Tasks wait to be placed individually in queue-based schedulers (a), while flow-based schedulers (b) resched-
ule the whole workload in a long solver run, which makes it essential to minimize algorithm runtime at scale.
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Figure 3: Quincy [22]’s approach scales poorly as clus-
ter size grows. Simulation on subsets of the Google
trace; boxes are 25th, 50th, and 75th percentile delays,
whiskers 1st and 99th, and a star indicates the maximum.

allows the scheduler to jointly consider their placement,
and thus to find the best trade-off for the whole batch. A
natural extension of this idea is to reconsider the entire
existing workload (“rescheduling”), and to preempt and
migrate running tasks if prudent.

Flow-based scheduling, introduced by Quincy [22],
is an efficient batching technique. Flow-based schedul-
ing uses a placement mechanism – min-cost max-flow
(MCMF) optimization – with an attractive property: it
guarantees overall optimal task placements for a given
scheduling policy. Figure 2b illustrates how it proceeds.
If a change to cluster state happens (e.g., task submis-
sion), the scheduler updates an internal graph represen-
tation of the scheduling problem. It waits for any running
optimization to finish, and then runs a MCMF solver on
the graph. This yields an optimal flow from which the
scheduler extracts the task assignments.

However, Figure 3 illustrates that Quincy, the current
state-of-the-art flow-based scheduler, is too slow to meet
our placement latency goal at scale. In this experiment,
we replayed subsets of the public Google trace [30],
which we augmented with locality preferences for batch
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Figure 4: Firmament’s scheduling policy modifies the
flow network according to workload, cluster, and moni-
toring data; the network is passed to the MCMF solver,
whose computed optimal flow yields task placements.

processing jobs2 against our faithful reimplementation of
Quincy’s approach. We measured the scheduler algo-
rithm runtime for clusters of increasing size with propor-
tional workload growth. The algorithm runtime increases
with scale, up to a median of 64s and a 99th percentile of
83s for the full Google cluster (12,500 machines). Dur-
ing this time, the scheduler must wait for the solver to
finish, and cannot choose any placements for new tasks.

The goal of this paper is to build a flow-based sched-
uler that achieves equal placement quality to Quincy, but
which does so at sub-second placement latency. As our
experiment illustrates, we must achieve at least an order-
of-magnitude speedup over Quincy to meet this goal.

3 Firmament approach
We chose to develop Firmament as a flow-based sched-
uler for three reasons. First, flow-based scheduling
considers the entire workload, allowing us to support
rescheduling and priority preemption. Second, flow-
based scheduling achieves high placement quality and,
consequently, low task response times [22, §6]. Third,
as a batching approach, flow-based scheduling amortizes
work well over many tasks and placement decisions, and
hence achieves high task throughput – albeit at a high
placement latency that we aim to improve.

2Details of our simulation are in §7; in the steady-state, the 12,500-
machine cluster runs about 150,000 tasks comprising about 1,800 jobs.
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Figure 5: Example flow network for a four-machine
cluster with two jobs of three and two tasks. All tasks
except T0,1 are scheduled on machines. Arc labels show
non-zero costs, and all arcs have unit capacity apart from
those between unscheduled aggregators and the sink.
The red arcs carry flow and form the min-cost solution.

3.1 Architecture

Figure 4 gives an overview of the Firmament sched-
uler architecture. Firmament, like Quincy, models the
scheduling problem as a min-cost max-flow (MCMF) op-
timization over a flow network. The flow network is a
directed graph whose structure is defined by the schedul-
ing policy. In response to events and monitoring infor-
mation, the flow network is modified according to the
scheduling policy, and submitted to an MCMF solver to
find an optimal (i.e., min-cost) flow. Once the solver
completes, it returns the optimal flow, from which Fir-
mament extracts the implied task placements. In the fol-
lowing, we first explain the basic structure of the flow
network, and then discuss how to make the solver fast.

3.2 Flow network structure

A flow network is a directed graph whose arcs carry flow
from source nodes to a sink node. A cost and capacity
associated with each arc constrain the flow, and specify
preferential routes for it.

Figure 5 shows an example of a flow network that ex-
presses a simple cluster scheduling problem. Each task
node T j,i on the left hand side, representing the ith task of
job j, is a source of one unit of flow. All such flow must
be drained into the sink node (S) for a feasible solution to
the optimization problem. To reach S, flow from T j,i can
proceed through a machine node (Mm), which schedules
the task on machine m (e.g., T0,2 on M1). Alternatively,
the flow may proceed to the sink through an unscheduled
aggregator node (U j for job j), which leaves the task un-
scheduled (as with T0,1) or preempts it if running.

In the example, a task’s placement preferences are ex-
pressed as costs on direct arcs to machines. The cost to
leave the task unscheduled, or to preempt it when run-

ning, is the cost on its arc to the unscheduled aggregator
(e.g., 7 for T1,1). Given this flow network, an MCMF
solver finds a globally optimal (i.e., minimum-cost) flow
(shown in red in Figure 5). This optimal flow expresses
the best trade-off between the tasks’ unscheduled costs
and their placement preferences. Task placements are ex-
tracted by tracing flow from the machines back to tasks.

In our example, tasks had only direct arcs to machines.
The solver finds the best solution if every task has an arc
to each machine scored according to the scheduling pol-
icy, but this requires thousands of arcs per task on a large
cluster. Policy-defined aggregator nodes, similar to the
unscheduled aggregators, reduce the number of arcs re-
quired to express a scheduling policy. Such aggregators
group, e.g., machines in a rack, tasks with similar re-
source needs, or machines with similar capabilities. With
aggregators, the cost of a task placement is the sum of all
costs on the path from the task node to the sink.

3.3 Scheduling policies

Firmament generalizes flow-based scheduling over the
single, batch-oriented policy proposed by Quincy. Clus-
ter administrators use a policy API to configure Firma-
ment’s scheduling policy, which may incorporate e.g.,
multi-dimensional resources, fairness, and priority pre-
emption [31, Ch. 6–7]. This paper focuses on Firma-
ment’s scalability, and we therefore use only three sim-
plified, illustrative policies explained in the following: (i)
a simple load-spreading policy, (ii) Quincy’s slot-based,
locality-oriented policy, and (iii) a network-aware policy
that avoids overloading machines’ network connections.

Load-spreading policy. Figure 6a shows a trivial use
of an aggregator: all tasks have arcs to a cluster-wide
aggregator (X). The cost on the outgoing arc from X to
each machine node is proportional to the number of tasks
already running on the machine (e.g., one task on M3).
The effect is that the number of tasks on a machine only
increases once all other machines have at least as many
tasks (as e.g., in Docker SwarmKit). This policy neither
requires or nor uses the full sophistication of flow-based
scheduling. We use it to highlight specific edge cases in
MCMF algorithms (see §4.3).

Quincy policy. Figure 6b depicts Quincy’s original
locality-oriented policy [22, §4.2], which uses rack ag-
gregators (Rr) and a cluster aggregator (X) to express
data locality for batch jobs. Tasks have low-cost prefer-
ence arcs to machines and racks on which they have local
data, but fall back to scheduling via the cluster aggregator
if their preferences are unavailable (e.g., T0,2). This pol-
icy is suitable for batch jobs, and optimizes for a trade-
off between data locality, task wait time, and preemp-
tion cost. We use it to illustrate MCMF algorithm per-
formance and for head-to-head comparison with Quincy.
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Figure 6: Different aggregators, arcs, and costs help Firmament express the scheduling policies used in this paper;
costs are example values consistent with each policy. Firmament also supports other policies via an API [31, Ch. 6–7].

Network-aware policy. Figure 6c illustrates a policy
which avoids overcommitting machines’ network band-
width (which degrades task response time). Each task
connects to a request aggregator (RA) for its network
bandwidth request. The RAs have one arc for each task
that fits on each machine with sufficient spare bandwidth
(e.g., 650 MB/s of 1.25 GB/s on M2’s 10G link). These
arcs are dynamically adapted as the observed bandwidth
use changes. Costs on the arcs to machines are the sum
of the request and the currently used bandwidth, which
incentivizes balanced utilization. We use this policy to
illustrate Firmament’s potential to make high-quality de-
cisions, but a production policy would be more complex
and extend it with a priority notion and additional re-
source dimensions (e.g., CPU/RAM) [31, §7.3].

4 Min-cost max-flow algorithms
A flow-based scheduler can use any MCMF algorithm,
but some algorithms are better suited to the scheduling
problem than others. In this section, we explain the
MCMF algorithms that we implemented for Firmament,
compare them empirically, and explain their sometimes
unexpected performance.

A min-cost max-flow algorithm takes a directed flow
network G = (N,A) as input. Each arc (i, j) ∈ A has a
cost ci j and a maximum capacity ui j. Each node i ∈ N
also has an associated supply b(i); nodes with positive
supply are sources, those with negative supply are sinks.

Informally, MCMF algorithms must optimally route
the flow from all sources (e.g., task nodes Ti, j) to sinks
(e.g., the sink node S) without exceeding the capacity
constraint on any arc. To understand the differences be-
tween MCMF algorithms, we need a slightly more for-
mal definition: the goal is to find a flow f that minimizes

Eq. 1, while respecting the flow feasibility constraints of
mass balance (Eq. 2) and capacity (Eq. 3):

Minimize ∑
(i, j)∈A

ci j fi j subject to (1)

∑
k:( j,k)∈A

f jk− ∑
i:(i, j)∈A

fi j = b( j),∀ j ∈ N (2)

and 0≤ fi j ≤ ui j,∀(i, j) ∈ A (3)

Some algorithms use an equivalent definition of the flow
network, the residual network. In the residual network,
each arc (i, j) ∈ A with cost ci j and maximum capacity
ui j is replaced by two arcs: (i, j) and ( j, i). Arc (i, j) has
cost ci j and a residual capacity of ri j = ui j− fi j, while arc
( j, i) has cost −ci j and a residual capacity r ji = fi j. The
feasibility constraints also apply in the residual network.

The primal minimization problem (Eq. 1) also has an
associated dual problem, which some algorithms solve
more efficiently. In the dual min-cost max-flow prob-
lem, each node i∈N has an associated dual variable π(i)
called the potential. The potentials are adjusted in dif-
ferent, algorithm-specific ways to meet optimality condi-
tions. Moreover, each arc has a reduced cost with respect
to the node potentials, defined as:

cπ
i j = ci j−π(i)+π( j) (4)

A feasible flow is optimal if and only if at least one of
three optimality conditions is met:

1. Negative cycle optimality: no directed negative-
cost cycles exist in the residual network.

2. Reduced cost optimality: there is a set of node po-
tentials π such that there are no arcs in the residual
network with negative reduced cost (cπ

i j).
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Algorithm Worst-case complexity
Relaxation O(M3CU2)
Cycle canceling O(NM2CU)
Cost scaling O(N2M log(NC))
Successive shortest path O(N2U log(N))

Table 1: Worst-case time complexities for min-cost
max-flow algorithms. N is the number of nodes, M the
number of arcs, C the largest arc cost and U the largest
arc capacity. In our problem, M > N >C >U .

3. Complementary slackness optimality: there is a
set of node potentials π such that the flow on arcs
with cπ

i j > 0 is zero, and there are no arcs with both
cπ

i j < 0 and available capacity.

Algorithms. The simplest MCMF algorithm is cycle
canceling [25]. The algorithm first computes a max-
flow solution, and then performs a series of iterations in
which it augments flow along negative-cost directed cy-
cles in the residual network. Pushing flow along such a
cycle guarantees that the overall solution cost decreases.
The algorithm finishes with an optimal solution once no
negative-cost cycles remain (i.e., the negative cycle opti-
mality condition is met). Cycle canceling always main-
tains feasibility and attempts to achieve optimality.

Unlike cycle canceling, the successive shortest path
algorithm [2, p. 320] maintains reduced cost optimality
at every step and tries to achieve feasibility. It repeatedly
selects a source node (i.e., b(i)> 0) and sends flow from
it to the sink along the shortest path.

The relaxation algorithm [4; 5], like successive short-
est path, augments flow from source nodes along the
shortest path to the sink. However, unlike successive
shortest path, relaxation optimizes the dual problem by
applying one of two changes when possible:

1. Keeping π unchanged, the algorithm modifies the
flow, f , to f ′ such that f ′ still respects the reduced
cost optimality condition and the total supply de-
creases (i.e., feasibility improves).

2. It modifies π to π ′ and f to f ′ such that f ′ is still
a reduced cost-optimal solution and the cost of that
solution decreases (i.e., total cost decreases).

This allows relaxation to decouple the improvements in
feasibility from reductions in total cost. When relaxation
can reduce cost or improve feasibility, it reduces cost.

Cost scaling [17–19] iterates to reduce cost while
maintaining feasibility, and uses a relaxed complemen-
tary slackness condition called ε-optimality. A flow is ε-
optimal if the flow on arcs with cπ

i j > ε is zero and there
are no arcs with cπ

i j <−ε on which flow can be sent. Ini-
tially, ε is equal to the maximum arc cost, but ε rapidly
decreases as it is divided by a constant factor after every
iteration that achieves ε-optimality. Cost scaling finishes
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Figure 7: Average runtime for MCMF algorithms on
clusters of different sizes, subsampled from the Google
trace. We use the Quincy policy and slot utilization is
about 50%. Relaxation performs best, despite having the
highest time complexity. [N.B.: log10-scale y-axis.]

when 1
n -optimality is achieved, since this is equivalent to

the complementary slackness optimality condition [17].

4.1 Algorithmic performance

Table 1 summarizes the worst-case complexities of the
algorithms discussed. The complexities suggest that suc-
cessive shortest path ought to work best, as long as
U log(N)< M log(NC), which is the case as U �M and
C ≥ 1. However, since MCMF algorithms are known to
have variable runtimes depending on the input graph [15;
24; 26], we decided to directly measure performance.

4.2 Measured performance

As in the experiment in Figure 3, we subsample the
Google trace and replay it for simulated clusters of differ-
ent sizes. We use the Quincy scheduling policy for batch
jobs and prioritize service jobs over batch ones. Figure 7
shows the average runtime for each MCMF algorithm
considered. Even though it has the best worst-case time
complexity, successive shortest path outperforms only
cycle canceling, and even on a modest cluster of 1,250
machines its algorithm runtime exceeds 100 seconds.

Moreover, the relaxation algorithm, which has the
highest worst-case time complexity, actually performs
best in practice. It outperforms cost scaling (used in
Quincy) by two orders of magnitude: on average, re-
laxation completes in under 200ms even on a cluster of
12,500 machines. One key reason for this perhaps sur-
prising performance is that relaxation does minimal work
when most scheduling choices are straightforward. This
happens if the destinations for tasks’ flow are uncon-
tested, i.e., few new tasks have arcs to the same location
and attempt to schedule there. In this situation, relaxation
routes most of the flow in a single pass over the graph.
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4.3 Edge cases for relaxation

Yet, relaxation is not always the right choice. For exam-
ple, it can perform poorly under the high load and over-
subscription common in batch analytics clusters [29].
Figure 8 illustrates this: here, we push the simulated
Google cluster closer to oversubscription. We take a
snapshot of the cluster and then submit increasingly
larger jobs. The relaxation runtime increases rapidly, and
at about 93% cluster utilization, it exceeds that of cost
scaling, growing to over 400s in the oversubscribed case.

Moreover, some scheduling policies inherently cre-
ate contention between tasks. Consider, for example,
our load-spreading policy that balances the task count
on each machine. This policy makes “under-populated”
machines a popular destination for tasks’ flow, and thus
creates contention. We illustrate this with an experi-
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Figure 10: Approximate min-cost max-flow yields poor
solutions, since many tasks are misplaced until shortly
before the algorithms reach the optimal solution.

ment: we submit a single job with an increasing num-
ber of tasks to a cluster using the load-spreading policy.
This corresponds to the rare-but-important arrival of very
large jobs: for example, 1.2% of jobs in the Google trace
have over 1,000 tasks, and some even over 20,000. Fig-
ure 9 shows that relaxation’s runtime increases linearly
in the number of tasks, and that it exceeds the runtime of
cost scaling once the new job has over 3,000 tasks.

To make matters worse, a single overlong relaxation
run can have a devastating effect on long-term placement
latency. If many new tasks arrive during such a long run,
the scheduler might again be faced with many unsched-
uled tasks when it next runs. Hence, relaxation may take
a long time again, accumulate many changes, and in the
worst case fail to ever recover to low placement latency.

5 MCMF optimizations for scheduling
Relaxation has promising common-case performance at
scale for typical workloads. However, its edge-case be-
havior makes it necessary either (i) to fall back to other
algorithms in these cases, or (ii) to reduce runtime in
other ways. In the following, we use challenging graphs
to investigate optimizations that either improve relax-
ation or the best “fallback” algorithm, cost scaling.

5.1 Approximate min-cost max-flow

MCMF algorithms return an optimal solution. For the
cluster scheduling problem, however, an approximate so-
lution may well suffice. For example, TetriSched [33]
(based on an MILP solver), as well as Paragon [11] and
Quasar [12] (based on collaborative filtering), terminate
their solution search after a set time. We therefore inves-
tigated the solution quality of cost scaling and relaxation
when they are terminated early. This would work well
if the algorithms spent a long time on minor solution re-
finements with little impact on the overall outcome.
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Algorithm Feasiblity Red. cost
optimality ε-optimality

Relaxation – 3 –
Cycle canceling 3 – –

Cost scaling 3 – 3

Succ. shortest path – 3 –

Table 2: Algorithms have different preconditions for
each internal iteration. Cost scaling expects feasibility
and ε-optimality, making it difficult to incrementalize.

In our experiment, we use a highly-utilized cluster (cf.
Figure 8) to investigate relaxation and cost scaling, but
the results generalize. Figure 10 shows the number of
“misplaced” tasks as a function of how early we termi-
nate the algorithms. We treat any task as misplaced if
it is (i) preempted in the approximate solution but keeps
running in the optimal one; (ii) scheduled on a differ-
ent machine to where it is scheduled in the optimal so-
lution. Both cost scaling and relaxation misplace thou-
sands of tasks when terminated early, and tasks are still
misplaced even in the final iteration before completion.
Hence, early termination appears not to be a viable place-
ment latency optimization for flow-based schedulers.

5.2 Incremental min-cost max-flow

Since cluster state does not change dramatically between
subsequent scheduling runs, the MCMF algorithm might
be able to reuse its previous state. In this section, we
describe what changes are required to make MCMF al-
gorithms work incrementally, and provide some intuition
for which algorithms are suitable for incremental use.

All cluster events (e.g., task submissions, machine
failures) ultimately reduce to three different types of
graph change in the flow network:

1. Supply changes at nodes when arcs or nodes which
previously carried flow are removed (e.g., due to
machine failure), or when nodes with supply are
added to the graph (e.g., at task submission).

2. Capacity changes on arcs if machines fail or
(re)join the cluster. Note that arc additions and re-
movals can also be modeled as capacity changes
from and to zero-capacity arcs.

3. Cost changes on an arc when the desirability of
routing flow via that arc changes; when these hap-
pen exactly depends on the scheduling policy.

Changes to the supply of a node, an arc’s capacity, or its
cost can invalidate the feasibility and optimality of an ex-
isting flow. Some MCMF algorithms require the flow to
be feasible at every step and improve ε-optimality, while
others require optimality to always hold and improve fea-
sibility (Table 2). A solution must be optimal and feasi-
ble because an infeasible solution fails to route all flow,
which leaves tasks unscheduled or erroneously preempts
them, while a non-optimal solution misplaces tasks.
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Figure 11: Incremental cost scaling is 25% faster com-
pared to from-scratch cost scaling for the Quincy policy
and 50% faster for the load-spreading policy.

Reduced cost on arc from i to j
Change type cπ

i j < 0 cπ
i j = 0 cπ

i j > 0
Increasing arc cap.

Decreasing arc cap. fi j > u′i j
Increasing arc cost c′πi j > 0 fi j > 0

Decreasing arc cost c′πi j < 0

Table 3: Arc changes requiring solution reoptimization.
Green: stays optimal and feasible; red: breaks feasibility
or optimality; orange: breaks feasibility or optimality if
condition in cell holds. Decreasing arc capacity can de-
stroy feasibility; all other changes affect optimality only.

We implemented incremental versions of the cost scal-
ing and relaxation algorithms. Incremental cost scaling
is up to 50% faster than running cost scaling from scratch
(Figure 11). Incremental cost scaling’s potential gains
are limited because cost scaling requires the flow to be
feasible and ε-optimal before each intermediate iteration
(Table 2). Graph changes can cause the flow to violate
one or both requirements: for example, any addition or
removal of task nodes adds supply and breaks feasibil-
ity. Table 3 shows the effect of different arc changes on
the feasibility and optimality of the flow. A change that
modifies the cost of an arc (i, j) from cπ

i j < 0 to c′πi j > 0,
for example, breaks optimality. Many changes break op-
timality and cause cost scaling to fall back to a higher
ε-optimality to compensate. To bring ε back down, cost
scaling must do a substantial part of the work it would
do from scratch. However, the limited improvement still
helps reduce our fallback algorithm’s runtime.

Incremental relaxation ought to work better than in-
cremental cost scaling, since the relaxation algorithm
only needs to maintain reduced cost optimality (Table 2).
In practice, however, it turns out not to work well. While
the algorithm can be incrementalized with relative ease
and often runs faster, it – counter-intuitively – can also be
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Figure 12: Problem-specific heuristics reduce runtime
by 45% (AP, relaxation) and 10% (TR, inc. cost scaling).

slower incrementally than when running from scratch.
Relaxation requires reduced cost optimality to hold at

every step of the algorithm and tries to achieve feasibility
by pushing flow on zero-reduced cost arcs from source
nodes to nodes with demand. The algorithm builds a tree
of zero-reduced cost arcs from each source node in or-
der to find such demand nodes. The tree is expanded by
adding zero-reduced cost arcs to it. When running from
scratch, the likelihood of zero-reduced cost arcs connect-
ing two zero-reduced cost trees is low, as there are few
such trees initially. Only when the solution is close to
optimality, trees are joined into larger ones. Incremen-
tal relaxation, however, works with the existing, close-
to-optimal state, which already contains large trees that
must be extended for each source. Having to traverse
these large trees many times, incremental relaxation can
run slower than from scratch. This happens especially for
graphs that relaxation already struggles with, e.g. ones
that contain nodes with a lot of potential incoming flow.
In practice, we found that incremental relaxation per-
forms well only if tasks are not typically connected to
a large zero-reduced cost tree.

5.3 Problem-specific heuristics

Our scheduler runs min-cost max-flow on a graph with
specific properties, rather than the more general graphs
typically used to evaluate MCMF algorithms [24, §4].
For example, our graph has a single sink; it is a directed
acyclic graph; and flow must always traverse unsched-
uled aggregators or machine nodes. Hence, problem-
specific heuristics might help the algorithms find solu-
tions more quickly. We investigated several such heuris-
tics, and found two beneficial ones: (i) prioritization of
promising arcs, and (ii) efficient task node removal.

5.3.1 Arc prioritization

The relaxation algorithm builds a tree of zero-reduced
cost arcs for every source node (see §5.2) in order to lo-
cate zero-reduced cost paths (i.e., paths that do not break
reduced cost optimality) to nodes with demand. When
this tree must be extended, any arc of zero reduced cost

that connects a node inside the tree to a node outside the
tree can be used. However, some arcs are better choices
for extension than others. The quicker we can find paths
to nodes with demand, the sooner we can route the sup-
ply. We therefore prioritize arcs that lead to nodes with
demand when extending the cut, adding them to the front
of a priority queue to ensure they are visited sooner.

In effect, this heuristic implements a hybrid graph
traversal that biases towards depth-first exploration when
demand nodes can be reached, but uses breadth first ex-
ploration otherwise. Figure 12a shows that applying this
heuristic reduces relaxation runtime by 45% when run-
ning over a graph with contended nodes.

5.3.2 Efficient task removal

Our second heuristic helps incremental cost scaling. It
is based on the insight that removal of a running task is
common (e.g., due to completion, preemption, or a ma-
chine failure), but breaks feasibility. This happens be-
cause the task node is removed, which creates demand at
the machine node where the task ran, since the machine
node still has outgoing flow in the intermediate solution.
Breaking feasibility is expensive for cost scaling (§5.2).

However, we can reconstruct the task’s flow through
the graph, remove it, and drain the machine node’s flow
at the single sink node. This creates demand in a single
place only (the sink), which accelerates the incremental
solution. However, Figure 12b shows that this heuristic
offers only modest gains: it improves runtime by 10%.

6 Firmament implementation
We implemented a new MCMF solver for Firmament. It
supports the four algorithms discussed earlier (§4) and
incremental cost scaling. The solver consists of about
8,000 lines of C++. Firmament’s cluster manager and
our simulator are implemented in about 24,000 lines of
C++, and are available at http://firmament.io.

In this section, we discuss implementation-level tech-
niques that, in addition to our prior algorithmic insights,
help Firmament achieve low task placement latency.

6.1 Algorithm choice

In §4, we saw that the practical performance of MCMF
algorithms varies. Relaxation often works best, but
scales poorly in specific edge cases. Cost scaling, by
contrast, scales well and can be incrementalized (§5.2),
but is usually substantially slower than relaxation.

Firmament’s MCMF solver always speculatively exe-
cutes cost scaling and relaxation, and picks the solution
offered by whichever algorithm finishes first. In the com-
mon case, this is relaxation; having cost scaling as well
guarantees that Firmament’s placement latency does not
grow unreasonably large in challenging situations. We
run both algorithms instead of developing a heuristic to
choose the right one for two reasons: first, it is cheap, as
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Figure 13: Incremental cost scaling runs 4× faster if we
apply the price refine heuristic to a graph from relaxation.

the algorithms are single-threaded and do not parallelize;
second, predicting the right algorithm is hard and the
heuristic would depend on both scheduling policy and
cluster utilization (cf. §4), making it brittle and complex.

6.2 Efficient algorithm switching

Firmament also applies an optimization that helps it ef-
ficiently transition state from relaxation to incremental
cost scaling. Firmament’s MCMF solver uses incremen-
tal cost scaling as it is faster than running cost scal-
ing from scratch (§5.2). Typically, however, the (from-
scratch) relaxation algorithm finishes first. The next in-
cremental cost scaling run must therefore use the solution
from a prior relaxation as a starting point. Since relax-
ation and cost scaling use different reduced cost graph
representations, this can be slow. Specifically, relaxation
may converge on node potentials that fit poorly into cost
scaling’s complementary slackness requirement, since
relaxation only requires reduced cost optimality.

We found that price refine [17], a heuristic originally
developed for use within cost scaling, helps with this
transition. Price refine reduces the node potentials with-
out affecting solution optimality, and thus simplifies the
problem for cost scaling. Figure 13 shows that applying
price refine to the prior relaxation solution graph speeds
up incremental cost scaling by 4× in 90% of cases.

We apply price refine on the previous solution before
we apply the latest cluster changes. This guarantees that
price refine is able to find node potentials that satisfy
complementary slackness optimality without modifying
the flow. Consequently, cost scaling must start only at a
value of ε equal to the costliest arc graph change.

6.3 Efficient solver interaction

So far, we have primarily focused on reducing the
MCMF solver’s algorithm runtime. To achieve low task
placement latency, we must make two steps that fall out-

1 to_visit = machine_nodes # list of machine nodes

2 node_flow_destinations = {} # auxiliary remember set

3 mappings = {} # final task mappings

4 while not to_visit.empty():
5 node = to_visit.pop()

6 if node.type is not TASK_NODE:
7 # Visit the incoming arcs

8 for arc in node.incoming_arcs():
9 moved_machines = 0

10 # Move as many machines to the incoming arc’s

11 # source node as there is flow on the arc

12 while assigned_machines < arc.flow:
13 node_flow_destinations[arc.source].append(

14 node_flow_destinations[node].pop())

15 moved_machines += 1

16 # (Re)visit the incoming arc’s source node

17 if arc.source not in to_visit:
18 to_visit.append(arc.source)

19 else: # node.type is TASK_NODE
20 mappings[node.task_id] =

21 node_flow_destinations[node].pop()

22 return mappings

Listing 1: Our efficient algorithm for extracting task
placements from the optimal flow returned by the solver.

side the solver runtime efficient as well. First, Firmament
must efficiently update the flow network’s nodes, arcs,
costs, and capacities before every MCMF optimization to
reflect the chosen scheduling policy. Second, Firmament
must quickly extract task placements out of the flow net-
work after the optimization finishes. We improve over
the prior work on flow-based scheduling in Quincy for
both aspects, as explained in the following.

Flow network updates. Firmament does two breadth-
first traversals of the flow network to update it for a new
solver run. The first traversal updates resource statis-
tics associated with every entity, such as the memory
available on a machine, its current load, or a task’s re-
source request. The traversal starts from the nodes ad-
jacent to the sink (usually machine nodes), and propa-
gates statistics along each node’s incoming arcs. Upon
the first traversal’s completion, Firmament runs a second
traversal that starts at the task nodes. This pass allows
the scheduling policy to update the flow network’s nodes,
arcs, costs and capacities using the statistics gathered in
the first traversal. Hence, only two passes over the large
graph must be made to prepare the next solver run. Their
overhead is negligible compared to the solver runtime.

Task placement extraction. At the end of a run, the
solver returns an optimal flow through the given network
and Firmament must extract the task placements implied
by this flow. Since Firmament allows arbitrary aggrega-
tors in the flow network, paths from tasks to machines
may be longer than in Quincy, where arcs necessarily
pointed to machines or racks. Hence, we had to gen-
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eralize Quincy’s approach to this extraction [22, p. 275].
To extract task assignments efficiently, we devised the
graph traversal algorithm shown in Listing 1. The algo-
rithm starts from machine nodes and propagates a list of
machines to which each node has sent flow via its incom-
ing arcs. In the common case, the algorithm extracts the
task placements in a single pass over the graph.

7 Evaluation
We now evaluate how well Firmament meets its goals:

1. How do Firmament’s task placement quality and
placement latency compare to Quincy’s? (§7.2)

2. How does Firmament cope with demanding situa-
tions such as an overloaded cluster? (§7.3)

3. At what operating points does Firmament fail to
achieve sub-second placement latency? (§7.4)

4. How does Firmament’s placement quality compare
to other cluster schedulers on a physical cluster run-
ning a mixed batch/service workload? (§7.5)

7.1 Methodology

Our experiments combine scale-up simulations with ex-
periments on a local testbed cluster.

In simulations, we replay a public production work-
load trace from 12,500-machine Google cluster [30]
against Firmament’s implementation. Our simulator is
similar to Borg’s “Fauxmaster” [35, §3.1]: it runs Firma-
ment’s real code and scheduling logic against simulated
machines, merely stubbing out RPCs and task execution.
However, there are three important limitations to note.
First, the Google trace contains multi-dimensional re-
source requests for each task. Firmament supports multi-
dimensional feasibility checking (as in Borg [35, §3.2]),
but in order to fairly compare to Quincy, we use slot-
based assignment. Second, we do not enforce task con-
straints for the same reason, even though they typically
help Firmament’s MCMF solver. Third, the Google trace
lacks information about job types and input sizes. We use
Omega’s priority-based job type classification [32, §2.1],
and estimate batch task input sizes as a function of the
known runtime using typical industry distributions [8].

In local cluster experiments, we use a homogeneous
40-machine cluster. Each machine has a Xeon E5-
2430Lv2 CPU (12× 2.40GHz), 64 GB RAM, and uses
a 1TB magnetic disk for storage. The machines are con-
nected via 10 Gbps, full-bisection bandwidth Ethernet.

When we compare with Quincy, we run Firmament
with Quincy’s scheduling policy and restrict the solver
to use only cost scaling (as Quincy’s cs2 solver does).

7.2 Scalability vs. Quincy

In Figure 3, we illustrated that Quincy fails to scale to
clusters of thousands of machines at an acceptable place-
ment latency. We now repeat the same experiment us-
ing Firmament on the full-scale simulated Google clus-
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Figure 14: Firmament has a 20× lower task placement
latency than Quincy on a simulated 12,500-machine
cluster at 90% slot utilization, replaying the Google
trace. The placement quality is identical to Quincy’s.

ter. However, we increase the cluster slot utilization from
the earlier experiment’s 50% to 90% to make the setup
more challenging for Firmament, and also tune the cost
scaling-based MCMF solver for its best performance.3

Figure 14 shows the results as a CDF of task place-
ment latency, i.e., the time between a task being submit-
ted to the cluster manager and the time when it has been
placed (§2). While Quincy takes between 25 and 60 sec-
onds to place tasks, Firmament typically places tasks in
hundreds of milliseconds and only exceeds a sub-second
placement latency in the 90th percentile. Therefore, Fir-
mament improves task placement latency by more than
a 20× over Quincy, but maintains the same placement
quality as it also finds an optimal flow.

Firmament’s low placement latency comes because re-
laxation scales well even for large flow networks with the
Google trace workload. This scalability allows us to af-
ford scheduling policies with many arcs. As an illustra-
tive example, we vary the data locality threshold in the
Quincy scheduling policy. This threshold decides what
fraction of a task’s input data must reside on a machine or
within a rack in order for the former to receive a prefer-
ence arc to the latter. Quincy originally picked a thresh-
old of a maximum of ten arcs per task. However, Fig-
ure 15a shows that even a lower threshold of 14% local
data, which corresponds to at most seven preference arcs,
yields algorithm runtimes of 20–40 seconds for Quincy’s
cost scaling. A low threshold allows the scheduler to ex-
ploit more fine-grained locality, but increases the num-
ber of arcs in the graph. Consequently, if we lower the
threshold to 2% local data,4 the cost scaling runtime in-

3Specifically, we found that an α-factor parameter value of 9, rather
than the default of 2 used in Quincy, improves runtime by ≈30%.

42% is a somewhat extreme value used for exposition here. The
benefit of such a low threshold in a real cluster would likely be limited.
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Figure 15: Firmament scales to many arcs, and thus sup-
ports a lower preference arc threshold than Quincy.

creases to well over 40 seconds. Firmament, on the other
hand, still achieves sub-second algorithm even with a 2%
threshold. This threshold yields an increase in data lo-
cality from 56% to 71% of total input data (Table 15b),
which saves 4 TB of network traffic per simulated hour.

7.3 Coping with demanding situations

In the previous experiments, Firmament had a lower
placement latency than Quincy because relaxation han-
dles the Google workload well. As explained in §4, there
are situations in which this is not the case. In those sit-
uations, Firmament picks incremental cost scaling’s so-
lution as it finishes first (§6). We now demonstrate the
benefits of running two algorithms rather than just one.

In this experiment, we shrink the number of slots per
cluster machine to reach 97% average utilization. Con-
sequently, the cluster experiences transient periods of
oversubscription. Figure 16 compares Firmament’s au-
tomatic use of the fastest algorithm against using only
one algorithm, either relaxation or cost scaling. During
oversubscription, relaxation alone takes hundreds of sec-
onds per run, while cost scaling alone completes in ≈30
seconds independent of cluster load. Firmament’s incre-
mental cost scaling finishes first in this situation, taking
10–15 seconds, which is about 2× faster than using cost
scaling only (as Quincy does). Firmament also recov-
ers earlier from the overload situation starting at 2,200s:
while the relaxation-only runtime returns to sub-second
level only around 3,700s, Firmament recovers at 3,200s.
Relaxation on its own takes longer to recover because
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Figure 16: At times of high utilization (gray), Firma-
ment outperforms relaxation and Quincy’s cost scaling.
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Figure 17: Firmament’s breaking point is at tasks are
shorter than≈5ms at 100-machine scale, and≈375ms at
1,000-machine scale, with 80% cluster slot utilization.

many tasks complete and free up slots during the long
solver runs. These slots cannot be re-used until the next
solver run completes, even though new, waiting tasks
accumulate. Hence, Firmament’s combination of algo-
rithms outperforms either algorithm running alone.

7.4 Scalability to sub-second tasks

In the absence of oversubscription, we now investi-
gate the scalability limit of Firmament’s sub-second
relaxation-based MCMF. To find Firmament’s breaking
point, we subject it to a worst-case workload consist-
ing entirely of short tasks. This experiment is similar to
Sparrow’s breaking-point experiment for the centralized
Spark scheduler [28, Fig. 12]. We submit jobs of 10 tasks
at an interarrival time that keeps the cluster at a constant
load of 80% if there is no scheduler overhead. We mea-
sure job response time, which is the maximum of the ten
task response times for a job. In Figure 17, we plot job re-
sponse time as a function of decreasing task duration. As
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Figure 18: Firmament, unlike relaxation alone, keeps
up with a 300× accelerated Google workload (1st, 25th,
50th, 75th, 99th percentiles and maximum).

we reduce task duration, we also reduce task interarrival
time to keep the load constant, hence increasing the task
throughput faced by the scheduler. With an ideal sched-
uler, job response time would be equal to task runtime as
the scheduler would take no time to choose placements.
Hence, the breaking point occurs when job response time
deviates from the diagonal. For example, Spark’s cen-
tralized task scheduler in 2013 had its breaking point on
100 machines at a 1.35 second task duration [28, §7.6].

By contrast, even though Firmament runs MCMF over
the entire workload every time, Figure 17 shows that it
achieves near-ideal job response time down to task dura-
tions as low as 5ms (100 machines) or 375ms (1,000 ma-
chines). This makes Firmament’s response time compet-
itive with distributed schedulers on medium-sized clus-
ters that only run short tasks. At 10,000 machines, Fir-
mament keeps up with task durations ≥5s. However,
such large clusters usually run a mix of long-running and
short tasks, rather than short tasks only [7; 10; 23; 35].

We therefore investigate Firmament’s performance on
a mixed workload. We speed up the Google trace by
dividing all task runtimes and interarrival times by a
speedup factor. This simulates a future workload of
shorter batch tasks [27], while service jobs are still long-
running. For example, at a 200× speedup, the median
batch task takes 2.1 seconds, and the 90th and 99th per-
centile batch tasks take 18 and 92 seconds. We mea-
sure Firmament’s placement latency across all tasks, and
plot the distributions in Figure 18. Even at a speedup of
300×, Firmament keeps up and places 75% of the tasks
at with sub-second latency. As before, a single MCMF
algorithm does not scale: cost scaling’s placement la-
tency already exceeds 10s even without any speedup, and
relaxation sees tail latencies well above 10 seconds be-
yond a 150× speedup, while Firmament scales further.

7.5 Placement quality on a local cluster

We deployed Firmament on a local 40-machine cluster to
evaluate its real-world performance. We run a workload
of short batch analytics tasks that take 3.5–5 seconds to
complete on an otherwise idle cluster. Each task reads in-
puts of 4–8 GB from a cluster-wide HDFS installation in
this experiment, and Firmament uses the network-aware
scheduling policy. This policy reflects current network
bandwidth reservations and observed actual bandwidth
use in the flow network, and strives to place tasks on
machines with lightly-loaded network connections. In
Figure 19a, we show CDFs of task response times ob-
tained using different cluster managers’ schedulers. We
measure task response time, and compare to a baseline
that runs each task in isolation on an otherwise idle net-
work. Firmament’s task response time comes closest to
the baseline above the 80th percentile as it successfully
avoids overcommitting machines’ network bandwidth.
Other schedulers make random assignments (Sparrow),
perform simple load-spreading (SwarmKit), or do not
consider network bandwidth (Mesos, Kubernetes). Since
our cluster is small, Firmament’s task placement latency
is inconsequential at around 5ms in this experiment.

Real-world clusters, however, run a mix of short, inter-
active tasks and long-running service and batch process-
ing tasks. We therefore extend our workload with new
long-running batch and service jobs to represent a simi-
lar mix. The long-running batch workloads are generated
by fourteen iperf clients who communicate using UDP
with seven iperf servers. Each iperf client generates 4
Gbps of sustained network traffic and simulates a batch
job in a higher-priority network service class [20] than
the short batch tasks (e.g., a TensorFlow [1] parameter
server). Finally, we deploy three nginx web servers and
seven HTTP clients as long-running service jobs. We run
the cluster at about 80% network utilization, and again
measure the task response time for the short batch analyt-
ics tasks. Figure 19b shows that Firmament’s network-
aware scheduling policy substantially improves the tail
of the task response time distribution of short batch tasks.
For example, Firmament’s 99th percentile response time
is 3.4× better than the SwarmKit and Kubernetes ones,
and 6.2× better than Sparrow’s. The tail matters, since
the last task’s response time often determines a batch
job’s overall response time (the “straggler” problem).

8 Related work
Many cluster schedulers exist, but Firmament is the first
centralized one to offer high placement quality at sub-
second placement latency on large clusters. We now
briefly compare Firmament to existing schedulers.

Optimization-based schedulers. Firmament retains
the same optimality as Quincy [22], but achieves much
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(b) Short batch analytics tasks running on a cluster with back-
ground traffic from long-running batch and service tasks.

Figure 19: On a local 40-node cluster, Firmament improves task response time of short batch tasks in the tail using a
network-aware scheduling policy, both (a) without and (b) with background traffic. Note the different x-axis scale.

lower placement latency. TetriSched [33] uses a mixed
integer-linear programming (MILP) optimization and ap-
plies techniques similar to Firmament’s (e.g., incremen-
tal restart from a prior solution) to reduce placement la-
tency. Its placement quality degrades gracefully when
terminated early (as required at scale), while Firma-
ment always returns optimal solutions. Paragon [11],
Quasar [12], and Bistro [16] also run expensive scoring
computations (collaborative filtering, path selection), but
scale the task placement by using greedy algorithms.

Centralized schedulers. Mesos [21] and Borg [35]
match tasks to resources greedily; Borg’s scoring uses
random sampling with early termination [35, §3.4],
which improves latency at the expense of placement
quality. Omega [32] and Apollo [7] support multiple par-
allel schedulers to simplify their engineering and to im-
prove scalability. Firmament shows that a single sched-
uler can attain scalability, but its MCMF optimization
does not trivially admit multiple independent schedulers.

Distributed schedulers. Sparrow [28] and Tarcil [13]
are distributed schedulers developed for clusters that see
a high throughput of very short, sub-second tasks. In
§7.4, we demonstrated that Firmament offers similarly
low placement latency as Sparrow on clusters up to 1,000
machines, and beyond if only a part of the workload
consists of short tasks. Mercury [23] is a hybrid sched-
uler that makes centralized, high-quality assignments for
long tasks, and distributedly places short ones. With
Firmament, we have shown that a centralized scheduler
can scale even to short tasks, and that they benefit from
the improved placement quality. Hawk [10] and Ea-
gle [9] extend the hybrid approach with work-stealing
and state gossiping techniques that improve placement

quality; Yaq-d [29], by contrast, reorders tasks in worker-
side queues to a similar end. Firmament shows that even
a centralized scheduler can quickly schedule short tasks
in large clusters with mixed workloads, rendering such
complex compensation mechanisms largely unnecessary.

9 Conclusions
Firmament demonstrates that centralized cluster sched-
ulers can scale to large clusters at low placement laten-
cies. It chooses the same high-quality placements as an
advanced centralized scheduler, at the speed and scale
typically associated with distributed schedulers.

Firmament, our simulator, and our data sets are open-
source and available from http://firmament.io. A
Firmament scheduler plugin for Kubernetes [14] is cur-
rently under development.
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